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Abstract:  In this paper author is going to explore interpolation using MATLAB software as a very interesting topic of numerical 
analyses, which is applied in many engineering areas. Thanks to the code generated in MATLAB, it is possible to successfully 
understand this complex mathematical apparatus. Also, Chebyshev approximation and its relation to polynomial interpolation at 
equidistant nodes have been discussed on the example which is very similar with Runge’s function. 
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1. INTRODUCTION 

 
Let's assume that some functions are tabulated (see Table 1): 
 

      Interpolation 
nodes 

      Value of 
function in 
nodes 

Table 1. 
 
Interpolation is the process of finding another function that is in some sense close to the first,that is, finding a function 
that approximates well and which is easy for calculate. 
If there is a function with ( +1) nodes, for example,   -th polynomial is searched for. 
It is required a polynomial by the th degree which satisfies the following: 

 
            (1) 

 
and it is called interpolant. The polynomial and the data function coincide in the nodes of interpolation, while in other 
nodes it does not have to be the case.  
If the distance between the nodes is the same, the nodes are called equidist. Equivalent nodes make up an equidistant 
network. The distance between the two nodes is called the interpolition step and it is marked with , 

            (2) 
The concept of interpolation is based on the idea that there exists a polynomial P (x) such that it is 

.         (3) 
Polynomials can be of the following form: 

.        (4) 

 
Must be valid for the following: 

,         (5) 
 

where  is called basic polynomials. 
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Are there polynomials ? 
 .      (6) 
 
Let it be 

         (7) 
 

      (8) 
 
Then it is 

 .           (9) 

 
The polynomial determined in this way is called Lagrange polynom 

. [5], [11]     (10) 

 
 

2. INTERPOLATION BY LAGRANGIAN POLYNOMIAL 
 
 
Problem 1: Points        nn yxyxyxyx ,,...,,,,,, 221100 are assigned. A task is to determine the least-degree 

polynomial, whose graph contains all these points. 
For the data given in the table, determine the Lagrange interpolation polynomial. 
 

xi 0.5 1 2.5 
yi -4.250 -1.525 1.465 
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The requested Lagrange interpolation polynom is 
     (14) 

 
Now we will solve the same example using MATLAB. The Lagrange interpolation polynomial calculates the direct 
command polyfit (x, y, n), where the values of the coordinates x and y are stored in one-dimensional matrices x and y, 
and n (= number of points-1) is the degree of the required polynomial. We get a polynomial in the form of a one-line 
matrix of coefficients by potentials. The appropriate MATLAB code is shown below: 
 

x=[0.5   1   2.5]; 
y=[-4.250   -1.525   1.465]; 
p=polyfit(x,y,2) 
p = 
-1.7283    8.0425   -7.8392 

 
The requested Lagrange interpolation polynom is (14). 
Visualization of the Lagrangian  polynomial is obtained by entering the following code: 
 

x1=0:0.1:3; 
plot(x,y,'*',x1,polyval(p,x1)) 
title('Exploring Lagrange interpolation ','fontsize',12) 
ylabel('y','fontsize',12) 
xlabel('x','fontsize',12) 
legend('Data Points',' Lagrange Interpolation') 
hold 
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Figure 1. Visualization of the Lagrangian  polynomial 

 
Problem 2: The goal is to approximate the function  by the Lagrange interpolation polynomial at the points 
with apsis 0, 1, 3, 4, 5. Estimate the absolute error of approximation at the point x = 2 and x = -1. 
 

x=[0   1    3    4    5]; 
y=sin(x); 
p=polyfit(x,y,4) 
 

The result of this script written in MATLAB is the following polynomial  
 

. 
 
Determination of the absolute error error of approximation at the point x = 2 and x = -1 is calculated from the following 
MATLAB commands: 

>> abs(polyval(p,2)-sin(2)) 
>>abs(polyval(p,-1)-sin(-1)) 

 
It is concluded that Lagrange polynomial error in point 2 is approximately tolerable 0.0649 (interpolation data), and at -
1 (out of interval) there are not tolerable 0.5920 (see Figure 2). 
The folloowing MATLAB script for drawing comparative graphics of the original and interpolated functions is written. 
Interpolation was carried out using a network of equidistant points on the interval [-1,6]. 
 

x1=-1:0.05:6; 
plot(x,y,'*',x1,sin(x1),x1,polyval(p,x1),'g') 
legend('x1','sin(x1)','polyval(p,x1)') 
title('Exploring Lagrange interpolation ','fontsize',12) 
ylabel('y','fontsize',12) 
xlabel('x','fontsize',12) 

y

 
Figure 2. Comparative graphics of the original and interpolated functions  
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Problem 3. By using MATLAB, perform the interpolation of the function on the interval 
[-1, 1] by Lagrange's interpolation polynomial of degree 9. 
a) Extract the interpolation on an equidistant network. 
b) For the interpolation nodes, take the roots of Chebyshev polynomials. 
 
Here’s the MATLAB code that produced the plot. 
 

% Function for interpolation  
f = inline('1./(1+20*x.^2)');  
% Number of nodes  
n = 10;  
% Grid  
X = linspace(-1,1); 
 % Equidistant network  
xeqd = linspace(-1, 1, n);  
% Roots of Chebyshev polynomials  
xceb = cos((2*(n-1:-1:0)+1) / (2*n)*pi);  
% We calculate the values of the function in the points of both 
networks 
yeqd = feval(f, xeqd);  
yceb = feval(f, xceb);  
% interpolation  
Leqd = polyfit(xeqd, yeqd, n-1);  
Lceb = polyfit(xceb, yceb, n-1);  
% Equidistant network 
subplot(1,2,1); grid on; plot(X, f(X), 'b', X, polyval(Leqd, X), 
'r', xeqd, yeqd, 'ro')  
title('f(x)- Equidistant network'); legend('f(x)', 'Leqd(x)'); 
 % Roots of Chebyshev polynomials 
subplot(1, 2, 2); grid on; plot(X, f(X), 'b', X, polyval(Lceb, X), 
'r', xceb, yceb, 'ro')  
title('f(x)– Roots of Chebyshev polynomials'); 
legend('f(x)','Lceb(x)'); 
 

The result of the script is displayed in the Figure 3. 
Note that this example shows that the oscillation of the interpolation polynomial and the error can be significantly 
reduced if they are used roots of Chebyshev polynomials'for interpolation. 
The Chebyshev Polynomials (of the first kind) are defined by  

.          (15) 
 
Also, the Chebyshev polynomials are defined by the triple recurrence relation 
 

1,        (16) 

Chebyshev polynomials are important in approximation theory because the roots of the Chebyshev polynomials of the 
first kind, which are also called Chebyshev nodes, are used as nodes in polynomial interpolation. The resulting 
interpolation polynomial minimizes the problem of Runge's phenomenon and provides an approximation that is close to 
the polynomial of best approximation to a continuous function under the maximum norm. A Chebyshev polynomial of 
either kind with degree n has n different simple roots, called Chebyshev roots, in the interval [−1,1]. The roots of the 
Chebyshev polynomial of the first kind are sometimes called Chebyshev nodes because they are used as nodes in 
polynomial interpolation. Using the trigonometric definition and the fact that 

           (17) 

one can easily prove that the roots of  are 

. [12], [1],[2],[3],[4][5]       (18) 
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Figure 3. Comparative visualization of the the function  for n=10 
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Figure 4. Comparative visualization of the the function  for n=16 

 
 
CONCLUSION 
 
It is well known that fitting a polynomial to a function at more points might not produce a better approximation. If the 
function you’re interpolating is smooth, then interpolating at more points may or may not improve the fit of the 
interpolation, depending on where you put the points. The famous example of Runge shows that interpolating Runge’s 
function at more points can make the fit worse i.e. when interpolating at 16 evenly spaced points, the behavior is wild at 
the ends of the interval. In this paper, Chebyshev approximation and its relation to polynomial interpolation at 
equidistant nodes has been discussed on the example which is very similar with Runge’s function. 
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